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Different number of clusters



Different Densities



Choosing K?

• # of clusters
• Cluster centers 
• K-means++

• Sensitivity to outliers
• identify and handle outliers before applying k-means clustering
• removing them, transforming them, or using a robust variant of k-means 

clustering that is less sensitive to the presence of outliers



K-means++

• Compute Density Estimation
• Assign centroids based on that
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K-means++

• Compute Density Estimation
• Assign centroids based on that
• 3 clusters



Random Pick Calculate D(x)
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• Steps to Initialize the Centroids Using K-Means++
1.The first cluster is chosen uniformly at random from the data points 

we want to cluster. This is similar to what we do in K-Means, but 
instead of randomly picking all the centroids, we just pick one 
centroid here

2.Next, we compute the distance (D(x)) of each data point (x) from the 
cluster center that has already been chosen

3.Then, choose the new cluster center from the data points with the 
probability of x being proportional to (D(x))2

4.We then repeat steps 2 and 3 until k clusters have been chosen



How to Choose the Right Number of 
Clusters?
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Evaluation Metrics

• Inertia
• sum of distances of all the points within a cluster from the 

centroid of that cluster.
• lesser the inertia value, the better our clusters are.

• Silhouette Score
• high silhouette score = clusters are well separated
• 0 = overlapping clusters, 
• negative score suggests poor clustering solutions.
• For each data, 

𝑠	 = 	 (𝑏	 − 	𝑎)	/	max(𝑎, 𝑏)
• 'a' is the average distance within the cluster, 'b' is the average 

distance to the nearest cluster, and 'max(a, b)' is the maximum of 'a' 
and ‘b’

• Mean for all points



• Dunn index



Empirical Choice of K



Empirical Choice of K

number of clusters between 6 and 
10. We can have 7, 8, or even 9 
clusters.
Decide based on computational 
cost


